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Machine Learning in 30 Seconds

…what is this function?

Given some input… …and some output…
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ML Challenge: Eliciting Domain Knowledge

ModelData
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• Task Design
• Feature Engineering
• Model Selection
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CHISSL Demonstration
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Design Considerations
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Approach: Representation-free Classification
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Computational Evaluation

Induction Transduction
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Bootstrapped Induction
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Results: Faster, Smaller, Better
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Results: Statistical Tests



11

Results: Statistical Tests
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Results: Speed Benchmarks

Speed improvement factor relative 
to Label Propagation
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Future Work: the “Big Picture”
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• Rapid—much faster than baselines

• Accurate—better than supervised and 
competitive with semi-supervised baselines

• Helpful—users gave more accurate labels and 
built more accurate models

• Application Domains
§ Geo-temporal analysis
§ Insider threat detection

• Questions? Contact me.
§ Dustin.Arendt@pnnl.gov

Conclusions

Available on GitHub: 
https://github.com/pnnl/chissl


