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Al ethics vs ethical i\\

» Al ethics: the proper use of artificial intelligence
technologies

— Protecting human rights; avoiding prejudicial decisions; non-
dehumanizing; fair access

 Ethical Al: instilling human values into agent decision-
making processes
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Al ethics vs ethical Al

e Al ethics: what is the proper use of artificial intelligence
technologies in society

e Fthical Al:




Agent error

® Imperfect sensors perceive the environment incorrectly
leading to the wrong decision

® |[mperfect actuators execute imprecisely even though the
decision is right

e Sub-optimal policy produces the incorrect decision
(learning error, online learning)

e Agent may have been given the wrong objective function,
or an incomplete objective function
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Value alignment

e A property of intelligent agents—they can only pursue
goals that are benetficial to humans

e Agents and robots are constrained from intentionally or
unintentionally pertorming behaviors that would adversely
affect humans

e Harm: physical, mental, social




Three laws of robotics

1. A robot may not injure a human being [ R
or, through inaction, allow a human ‘ .
being to be injured

2. A robot must obey orders given it by
human beings except when such
orders conflict with the First Law

3. A robot must protect its own existence
as long as such protection does not
~conflict with the First or Second Laws
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Vlachine enculturation

e [ncreasingly Al systems and robots are entering the
human world

e How do we teach computers about human values, social
norms, social conventions”

"No kidding? — you broke all Georata | o
three laws of raobotics?" Toch
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Machnine learning

e Reinforcement learning
— Trial and error requires constant human supervision
— Learning from demonstration —> corrupted reward signals

e Raise a machine learning system from “childhood”

® Sensors everywhere
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Corrupted rewards

e Reinforcement learning agents learn to select the action
that will maximize expected future reward

e Reward function defines optimal behavior
e Do what | want... ... In the way that | intended

e Commonsense goal failure

Georgia Coaollege ol




Pharmacy world
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| earning from stories

e Human cultural values are implicitly encoded in stories
told by members of a culture

e Allegorical tales

e Fables

e Modern fictional
literature, TV,
& movies
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| earning from stories

e How do we teach computers about human values, social
norms, social conventions?

e [ictional literature produced by a culture
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|_earning from stories

e Human cultural values are implicitly encoded in stories
told by members of a culture

e Allegorical tales

b

e Fables g ‘ \

e Conventional fictional literature,
TV, & movies
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|_earning from stories

e Robot and agent "moral” behavior

e Sociocultural conventions and norms prevent human-
human conflict

\
|
Ay
08
¥
/
& Search: 12250490

"No kidding? — you broke all
three laws of robotics?"
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Riedl. CHI Workshop on Human-Centered Machine Learning, 2016.



| earning from stories

e Hypothesis: if computers could comprehend stories then
humans can transfer complex procedural knowledge to
computers by telling stories

e Don't need to teach humans how to tell stories




Stories are hard for Computers

e Natural language

e Stories tend to skip “obvious” steps

® Humans are noisy

* Humans don’'t know the agent Capab|l|t|es or execution
environment I




Curated corpus of stories

e Amazon Mechanical Turk e e—

New Batch with an Existing Project

Your project was successfully saved.

Edit Project

This is

lechanical Turk We

Project Name: Bank Robbery s name i ot

Jouaiifications Required: HIT Approval Rate (%) for sl Requesters'HIs greater than or qualto 80, Number of HTs Approved gresterthan 50 , Location s US

e \Write a typical story about X

If your story was accepted in this HIT or a similar story-writing HIT, please do not try again.
We are a group of computer scientists trying to develop computer programs that can understand common daily situations, so they can communicate better with human users.

We are trying to collect stories describing a typical bank robbery. After review, the stories will be directly fed to a program. To make sure the computer can process them, we have some specific requirements on language
you use. Please follow these instructions closely. Any violation will result in rejection.

1. Astory is some sequential events or actions. Each blank should contain exactly one sentence describing exactly one event/action using exactly one verb.

n n
. [ ] For example, "The garden is quiet" is a description of the garden, not an action, so please do not use sentences like that. "Sally entered the garden" is an action
2. Length of story: minimum 6 sentences and maximum 14 sentences.
| ]

3. Use two characters: John the robber and Sally the bank teller.

4. You should describe a typical and mundane bank robbery. Describe events expected to happen immediately before, during or immediately after the robbery. Make sure to include the most frequent events in a bank
robbery. Do not be overly creative.

5. Please use simple language. Do not use compound, complex, or conditional sentences. They count as two verbs. For example, "If I'm hungry, I buy food" is a conditional. "I was hungry and I bought food" is
compound sentence. "John said I feel hungry" is a complex sentence which contains two verbs (say and feel). Do not write sentences like that.

[]
6. Please do not use pronouns, only character names in your sentences. (They shook hands => John and Sally shook hands.)
7. Please use the past tense.

8. Please be literal about what an event means, since computers have very limited inference abilities. Do not omit an event just because it always follows the previous event. For example, "John found a seat" and "John
sat down" are two different events. Please do not omit "John sat down".

Here is an example sentence about an unrelated topic:

— Use given character names

Event 1:

— No pronouns
\

Event 3:

0 sentences with multiple verbs

Event 5:
_t Event 6:

e C (]
Event 7
Event 8:

Event 9:

An amazoncom company




Quixote

e Reinforcement learning: Al devises a “program” for

operating in a stochastic environment through trial and

error
® |[ntuition: reward the agent for

performing actions that mimic

those of the protagonist in stories

e | carn a reward function

Harrison & Riedl. AlIDE Conference, 2016.
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Reinforcement learning

e Markov Decision Process (MDP)
— S: set of states
— A set of actions
— Pa(s, s'): transition function

— Ra(s, s’): reward function

e Policy (1) gives rules of behavior

V(s) =) Pus(s,s) (Rrr{s:n (s,5) + 1_._,,(5,)‘)

m(s) := arg max {Z P,(s,5") (Ra(s,s") +~V{ s'))}
| gt
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Exemplar
stories

A policy mapping
states to actions

-----------------------
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Enwronment

A trajectory tree

A trajectory tree with
events assigned
reward values
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Semantic lifting

+ 4 14 " "
e f-eventtransition-is-in

e Gappy stories
e \Malicious stories

e | carn a model that
abstracts away from
language to events
— Fill gaps
— Filter outliers

a-tra

AtRg-story-agent-can-ao-t

Gappy stories:
John went to the pharmacy.

John left with the prescription.

Malicious stories:
John went to the pharmacy.
John took the drugs and ran.

Georgia
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Plot grapns

e Script-like representation of a space of stories

e [emporal relations between events

< Io'go INto restauD

e Primitive events learned
from natural language -
oSe men
tem
Ll
@e out wallet place orcer
pay for fooc
\ Georgia Ccllege ol
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Li, Lee-Urban, Johnston & Riedl. AAAI 2013 Conference.



Plot grapns

e Script-like representation of a space of stories

e [emporal relations between events

* Primitive events learnea Cwalkigo into restaurant >
from natural language
Story A Story B
a. John drives to the restaurant. | a. Mary looks at the menu. cﬁgmmen
b. John stands 1n line. b. Mary decides what to order. }
c.(]ohn ord.ers fooq. c. Mary orders a burger. ) take out wallet
d. John waits for his food. d. Mary finds a seat.
e. John sits down. e Mary eats her burger. ) -
for f
f.@ohn eats the food. _— ... pay for food

24
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Procedural knowledge

e Model procedural knowledge as a plot graph

e Defines a space of plans

e | earned from a corpus of examples

Story A

a. John drives to the restaurant.
b. John stands 1n line.

Story B

a. Mary looks at the menu.

b. Mary decides what to order.

C. QOhn orders food.

c. Mary orders a burger.

)

e. John sits down.

d. John waits for his food.

d. Mary finds a seat.

/

"e. Mary eats her burger. )

f. Qohn eats the food. _—1 ...

Li, Lee-Urban, Johnston & Riedl. AAAI 2013 Conference.
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choose

restaurant
dnve to
restaurant
walk/go into restaurant drive to drive-thru
CHO0SEe menu
item
@ out wallet piace order

pay for food .
wIWolo of

find table

 ddoun 2
eat food

leave
restaurant




choose mo@

@er popcom / soda show tickets

Going on a

date to the
movies

bathroom
alk about
movie
leave movie
danve home




Bank robbery

Sally Is
Sally greets ) [
scres
Jonhn hands John gives
John pulis ally a note Sally bag
out gun

Sally reads
Sally John points - »
note he note dem@

John shows money

gun
John demands

' é ¢
i ash drawer

“ Sally collects

& money Saly puts
\ Sally give -

\ ol mnne money In bag

.‘ Sally gives Sally presses (™

John bag alarm

Jonn collects
A money John takes
bag
John opens
bank docor
John gets in Police Q) Sally calls (U
car arrives police

P}

-

—

1

Jonhn leaves Y
bank

Jonn arives Police arrests
away John
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Exemplar
stories A plot graph

é

A trajectory tree

- ) -
A trajectory tree with
events assigned
A policy mapping reward values
states to actions S
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lTrajectory tree generation

e Generate all possible plot sequences from a plot graph

® [ncluding stories hypothesized to be possible based on
the plot graph but not part of the exemplars

a—+c—+d—>e

a—+d—+>c —>e

b—-+c—>d—e

] (b)

(a)

Start
/ \
3 b
C d C
} } v
d C d
! | v
e e e
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Semantic lowering

e Map plot events to agent operators

e Summed word2vec embeddings and cosine similarity

Start

T Agent actions:

a b 083 .- , give_money
/ \ l e PiCk_Up_prescription
c d ¢ """"""""""" 0.14 enter_pharmacy
. ) Vol T exit_pharmacy
d c d 0.67 . drop_money
v | v
e e e
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Quixote

So @@ S

stories A plot graph

A trajectory tree

-------------------------------------------------------------------------------------------------------
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A trajectory tree with
events assigned

A policy mapping reward values

states to actions ®

----------------------------------------------------------
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Reinforcement learning

* Fill gaps between events

leave house

Go to hospital

Go to bank

Withdraw money Get prescription hospital - - -| Get prescription doctor

Don't get prescription hospital / Don't get prescription doctor

Go to pharmacy
Buy strong drugs - = - -(_ Buy weak drugs

Go to doctor

go doctor
®

Stairs

Drive Main St. g0 bank

go hosp|tal‘

World state space

\ Georgia
Tech

Harrison & Riedl. AlIDE Conference, 2016.



Reinforcement learning

* Fill gaps between events in trajectory tree
0°%
O

9

World state space
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State and reward

e Stories are non-Markovian but reinforcement learners
make use of the Markov assumption

e Roll trajectory tree into state: S'=8xT

for all states in S
and trajectories in T

e Agent receives a reward every time it performs an action
that advances the trajectory tree; otherwise penalty

Georgia ©
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Reinforcement learning

e Q-learning with e-greedy strategy
e Reinforcement learning not beholden to trajectory tree

* Fills gaps between trajectory tree events

Georgia ©




Pharmacy world

NEXT WE TEACH QUIXOTE SOCIAL
CONVENTIONS BY TELLING IT STORIES
ABOUT GOING TO THE PHARMACY




Human subjects study

e \Which agent is most humanlike®

e Conditions: | |
1 No failures Quixote | Baseline | Both
| Condition 1 23 2 7
—2:Onefailure  Condition2 | 28 10 4
— 3: Two failures Condition 3 23 8 3
\ Ge%'regclﬁ

Harrison & Riedl. [JCAI Workshop on Interactive ML, 2016.



Al safety

e Use stories to correct for commonsense goal errors by
“filling In” iIncomplete reward functions

e Supporting theory of mind: agent acts more in line with
user expectations

e Plot graphs learned from stories can be used by Al
agents to predict behaviors by humans

Purdy & Riedl. Reading Between the Lines. ICIDS Conference, 2016

Plot Graph |Graph Size|Accuracy|# of Brute-Force|# of Heuristic
(# Nodes) String Matches |String Matches
Restaurant |19 0.7395 430,931,917 54,060,547
Bank Robbery|28 0.6980 |5,705,264,000 285,024,000
Georgia ©
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Next

steps

e Quixote is a proof of concept

e Crowdsourced stories —> story corpora in the wild

e Deep rein
— Scale up

forcement learning

olot graph learning

— Correspondence between sentences and effectors

e Different agents for different cultures

* Who decides what the agent reads”

Georgia ©
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Concluding thoughts

e Narrative intelligence is central to many of the things

humans do on a day to day basis

e Computational narrative intelligence is a
that unlocks many practical, real-world a

Key capability

oplications

e Computational narrative intelligence is about

understanding humans and
appearing less alien

* A path to “safer” Al




Thanks!

e Brent Harrison
e Boyang (Albert) Li

e Stephen Lee-Urban

e Siddhartha Banerjee

e D. Scott Appling
e (George Johnston

e Yijie Wang

http://www.cc.gatech.edu/~riedl/ Georgia Colloae of
Tech |

riedl@gatech.edu  @mark_ried|



